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ELE 538 - Information Theoretic Security
Homework - 1

±
-

(a) Xn Geomkk ) Pxlk) - # '

,
E[X]=2

HKHE
,

Pxlknglh - ELM - 2 bits

H

Y
STOP !

XHH?
STOP !

N YXEK
} ?

N

×€{3} ?

Algorithm :

1
.

Set  EI

2
.

Ask "

Is XE { i } ?
"

.

Wait for  answer
.

3
. If the  answer  is

"

No
"

increment  i and
go

to  step 2 .

If the  answer  is
"

Yes
"

STOP
.

E[# of YIN questions

]=EFk#=E[x]=2€HH)
Note :#

suggests that the  above scheme of  YIN questions  is  optimal.

±
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(a) By chain  rule for  entropy .

HGW is  . deterministic function  of X
.

Thus
, given

X
,

there is  nothing
random  regarding gk) ⇒ HLGKIKHO

H By chain  rule of  entropy .

(d) Conditional entropy is  non -

negative . Equality holds  iff  oj
'

is  well . defined ( ie
,

when  g
is bjeotion )



⇐
=

Drawing 1<32 balls withrepl.am# has higher entropy here is  why :

Let X ; denote the random  variable of drawing a ball from the  urn the  I
- th time w/ replacement

,
and

are

Yi denote the  random  variable  of drawing a ball from the  urn the I . th time  afoot  replacement .

Note that X
, ,Xz ,

...

,
XL  are  i.i.de random  variables

,
whereas Y; depends  on

Y
"

Vik . Note further

that Xi  and Yi  are identically distributed

HH
, ,

. .

, XD - tzttlxil and HIY
, , ... ,Y . ) - ¥2 HHIIY

" )

Since conditioning reduces  entropy ,
we have HH. ) ? HLYIIYIY Fish and since Yi  and Xi  are identically

distributed it follows that HIXIHHHDZHHIH
"

)
i.

⇐-

(a) Let
y

( x
, YHHCXIYIHHYKI

HflX , 'll 30 as  conditional entropy is  non .

negative

lid fk ,
Y) =p ( Y

,
X ) is  dear from the definition

HD If  equality XY means Ff  a bisection such that ft XKY
,

then

• when X-p ; HKHHDTHHLHK )=o and

• flx , 41=0 ⇒ HCXIYKO and HIYKKO ⇒ Ff , abjection  such that HXHY
.

livl HHIY ) THHK) +HHHHHHH ) ? HHYIHTMYZID *

3 HHIHTHHK ) #*

where * follows from the
followings

HHHIZHIXIYH

HHIYHHHIY ,x )

and l**) follows from the fact that joint  entropy is  no - less than  marginal entropies .

( in  other  words
,

** ) follows because HIYIX
,

HZO )

(1) (2) (3)
(b) Note that Ilxiy ) = HK ) - HHHKHIYI - HHK ) = HHHHH - HH ,x ) .

• So HHHHIY ) - ZICX ;y ) =

HHHITHIYIXHFIX

,
't ) Hence

,
(2-172) follows from (1) and (2)

Note further that HWN ) ¥HHHHM - IN ;D
.

•

Using
( 2.1721

,
and (4) ,

(2-173) is  now  verified ,

• (2.174) follows from (3) and CLAD

2¥ (a) Let fW=1{X=x , }

Note that HIXHHIX ,fW ) - HHCXDTHIXHHD

= HK ) t LHNDTHHHHK )

where HW denotes the binary entropy function.

(b)
dan Hk )=O ⇒ log 's + HIM - Ht 'H⇒ ⇒ ← ,+€mh+#T

2 2

Note that HW is a  concave function of X
.
( because HA is  concave  and a Hk , )+eHH( x.) is linear  wet

.
 a)

As  a  result
, global maximum  is  achieved at  a- It ,

↳



Let }= HH , ) - HHK ) and d*= ¥ and note that
2

HH ) } HIM +d* HH , )+ KAHAN

=1%4+2-3+ G-A } +  x*HH , ) + e-D*H xz )

=lgdH[
 " " ' ' + " " " ) + HH , ) = lg (2*4+214×2))

⇒

ztkxt
HIM

{ g +

IHXHH
Nd

⇒

IN
{

ZHHI
,

zthxzl

N(
te that since ddzhkktgtzt for  

any arbitrary logarithm base
,

the following result  comes for free

)
ythxlg Italy " " "

Fb > 1

2.17
.

(a) Xi are  ii. d Der ( P)

I b ) HIX
, ,

... , Xn ) } Hlf ( X
, , . .

, Xn ) ) where ft X , ,
...

,
Xa 1=(2, ...

, Zk) with random K

(c) Chain rule : HIV,
W ) = H( w ) + Hlvlw )

(d) Z ;  are  i :D Beryl HIZ
,

...

. Zklkh ) = k bits  so Hlpz
,

... znk ) - E
,
,[Hlpz ,

... zu kt - -  ' IK ) ]=E[ K ]

(e) Hk ) > 0

A  good map f  on sequences of length 4 :

imaTo Maximize the  expected number  of pure bits
,

we  combine  non . pure bits of  same probability .

Note  that  in ( X
, ,

. .

, K
,
)

0000 → occurs  with probability ( TP) "
0001

1111 → occurs  with probability P
"

0010

) → occurs  with probability PHPP
00  11 01 00

010  1 I 00 0loadoccurs  with probability pttpt
'

§
,

'gg
,

|→. ...  wµ p . ↳ , ,

,yp%p
,

÷
00

Therefore
,

let f be the following map :

offOII Yet . Eat .ae#noEeetn:iiI'o
This  should be  agood map  as  we  utilize

every
possible  outcome of H, ,

. . , %) except that 0000 and 1111 which are the

most  unlikely likely sequence ( depending
on the vote of p ) .



2¥ DCRYZHPXBPZ) = HCXHHHHHHI - Hk , 't A

The
given

 quantity is  equal to 0 iff Pxyz  
= BPYPZ ,

i.e.
,

Dlpxyzllpxpypz) to iff X
,

Y and Z

are  independent from  each other
.

Dlpxxzipxpx . . Eyeteeth
.tl#EegIFxFEnttg*YYtYYxi**D=I(x;YltIlz..x.Y

) *

[ or  
using

similar derivation # is  equal to : IN ; ZHICY ;  x , 2) and I ( Y; ZITICX ;
 Y

,
2- ) ]

2÷a) I ( X ; O
,
A) = I ( x ; O ) tI( x ; Ala ) ( Chain  rule for mutual information )

= I ( x ; Alo ) ( x±a )

= HIAIOI - HIAIQX )

= HIAIOI (

HCAlax
) =o  as A is deterministic function of Q and X

, )

Interpretation : The  uncertainty removed by (O
,

A) pair  is the  same  as the  
average

information  of the  answer

A
given

the  question Q

.(
Note that  information of  an  outcome ×  of a discrete rv .

X is given by bxk'=lyp×÷⇒ ')

(b) I ( x ; O
, ,A, , 02

,
Az ) = I ( X ; O

, ,A , ) + IK ; 02
,

AHO
, ,A,

)

So  it  suffices to  show that I (X ; 02 , AZIQ
,

A
,
) { H ( Add)=I(X ; 02

,

Az
)

In that respect ,
note that

I( X ; 02 , AZIO , ,A, ) - I ( X ; 0210 , ,A ,
) + ICX ; AZIQ

,
A

, ,o< ) ( 11

= ICX ; AZIQ
,

A
, ,o< ) (2)

=

HHZIO
, ,A , , Oz) -

HCAIQ
,
A.

, 02 ,

X ) P)

= HIAHO , ,A , ,
Oz ) (4)

f HAD 02 ) E)

where (1) follows from  chain  rule
,

(2) follows because X does  not depend on 02
,

44 follows because

given Q and X
,

Az is deterministic
,

(5) is due to the fact that further conditioning cannot  increase

entropy .



¥ Xi  iid ~pW on { 1,2, . . . ,m }
,

A- EED
,

H - Epcxllg pat

An={ xnex
"

:

lntlgptxn
,

- Hlfe } and �1�"={ xnexn :kn÷ixi . ok }

(a) P[XNEA' ] → 1 as  n→x
,

because of AEP Theorem

(b) p[ He Annoy -1 - Mx ' embody ? 1- ( It IETADTPKMEHYY)
P[xHAM→o by AEP Theorem

,
P[ XEHI ]→0 by LLN

It follows that lP[ xneannd " ] → 1
.

14 13,12am
,

.pk/ZlAnd4.tnl

" +4
⇒ laments 2

" " '
th

.

↳
By definition of A?

(d) Since P[ xne AND " ] → 1
, for  sufficiently large n

,
we have

I { P[ ME Ann B
"

]=×Im,pk4 { IAHBY I
" C " € '

⇒ IANB"13£24 " ' "
for sufficiently

↳
By definition of A "

large N .

To

:" ' t.FI
,

xD
"

⇒ ntlgh.tn#lgxii*EIgxf=fig*dx=t
o

ftp.vnh-nhjmoebhkhei ' ( because ex is  a  continuous function)

END.tl#ocx.xz...xn)dx.dxz...dxnEtH=tkJlnim..tEHDDiYz > Ye

⇒

*P[ And ] - i - ELANBT 31 . PEAT - PEST ? te
,

- es

↳
 union bound ↳ P[A9{ E

,
and PIM fez

(b) t E - Sf IT AE
'

n BY ] ( follows from part (a) )
=aFE⇐, PKY ( definition of P[ Aiih

BY
'D

f¥Eµ2n
" d ( follows from the definition of the typical set As ")

= lpemn BY12h44 ( Term  inside summation  no
longer depends  on  summation  index  xn )

, hyyyznlt 't ' ( AYNB's
"

) EB
"

n ( H - e)

(c)By part (b)
,

we have IBYY 32
" " ' "

G-e- s )
,

That  is for sufficiently large n
,

IBY > 2

which is the promised result of Theorem3.21
.




